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Cross-sectional studies are observational studies that analyze data from a population at a single

point in time. They are often used to measure the prevalence of health outcomes, understand

determinants of health, and describe features of a population. Unlike other types of observa-

tional studies, cross-sectional studies do not follow individuals up over time. They are usually

inexpensive and easy to conduct. They are useful for establishing preliminary evidence in

planning a future advanced study. This article reviews the essential characteristics, describes

strengths andweaknesses, discussesmethodological issues, and gives our recommendations on

design and statistical analysis for cross-sectional studies in pulmonary and critical caremedicine.

A list of considerations for reviewers is also provided. CHEST 2020; 158(1S):S65-S71
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General Overview of Cross-Sectional
Study Design
In medical research, a cross-sectional study
is a type of observational study design that
involves looking at data from a population at
one specific point in time. In a cross-
sectional study, investigators measure
outcomes and exposures of the study subjects
at the same time. It is described as taking a
“snapshot” of a group of individuals.1 Unlike
in case-control studies (subjects selected
based on the outcome status) or cohort
studies (subjects selected based on the
exposure status), the subjects in a cross-
sectional study are simply chosen from an
available population of potential relevance to
the study question. There is no prospective or
retrospective follow-up. Once the subjects are
selected, the investigators will collect the data
and assess the associations between outcomes
and exposures. Figure 1 presents a schematic
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representation of a typical cross-sectional
study.

Cross-sectional studies have been mainly used
to understand the prevalence of a disease in
clinical research. Prevalence refers to the
proportion of persons in a population who
have a particular disease or attribute at a given
time, regardless of when they first developed
the disease. It is important to distinguish
prevalence from incidence. Incidence refers to
the number of new cases that develop in a
given period of time. In a cross-sectional study,
researchers typically describe the distribution of
variables in a population. They may assess the
prevalence of a disease or association of an
exposure to an outcome in a population.

In a simple hypothetical example of a cross-
sectional study, we record the prevalence of
COPD and investigate the association
between COPD and smoking status in adult
ENCE TO: Xiaofeng Wang, PhD, Department of Quanti-
ciences, Lerner Research Institute, Cleveland Clinic, 9500
3-01, Cleveland, OH 44195; e-mail: wangx6@ccf.org
020 American College of Chest Physicians. Published by
ll rights reserved.
oi.org/10.1016/j.chest.2020.03.012

S65

mailto:wangx6@ccf.org
https://doi.org/10.1016/j.chest.2020.03.012
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chest.2020.03.012&domain=pdf
http://chestjournal.org


Target Population

Study
Sample Gather data at

one time on both
exposure and

outcome

Exposed and outcome present 

Exposed and no outcome

Unexposed and outcome present 

Unexposed and no outcome

Figure 1 – A schematic representation of a typical cross-sectional study. Data are collected on both outcomes and exposures of the individuals at a given
point in time.
patients. The outcome variable is the presence or
absence of COPD, and the exposure is the smoking
status. This study can be conducted by interviewing
participants about their smoking history and, at the
same time, assessing COPD status clinically.

Because the outcome and exposure variables are
measured at the same time, it is relatively difficult to
establish causal relationships from a cross-sectional
study. Cross-sectional studies are usually fast and
inexpensive to conduct. They are suitable for generating
hypotheses and may provide information about the
prevalence of outcomes and exposures that informs
other study designs. In this paper, we review the
essential characteristics, describe strengths and
weaknesses, discuss methodological issues, and give our
recommendations on design and statistical analysis for
cross-sectional studies.

Description of Subtypes of Cross-Sectional
Studies
Cross-sectional studies can be classified as descriptive or
analytical, depending on whether the outcome variable
is assessed for potential associations with exposures or
risk factors. Descriptive cross-sectional studies simply
characterize the prevalence of one or multiple health
outcomes in a specified population. In analytical cross-
sectional studies, investigators collect data for both
exposures and outcomes at one specific point in time for
the purpose of comparing outcome differences between
exposed and unexposed subjects. The exposures and
outcomes are measured simultaneously; therefore, it is
difficult to determine whether the exposures preceded or
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followed the outcomes in an analytical cross-sectional
study.

In a subtype of cross-sectional study, known as the
repeated (or serial) cross-sectional study, data collection
is conducted on the same target population at different
time points. At each time point, investigators take a
different sample (different subjects) of the target
population. Thus, repeated cross-sectional studies can be
used for analyzing population changes over time (also
known as aggregate change over time). They cannot be
used to look at individual change (as in a cohort study).

Use Cases of Cross-Sectional Studies

Example 1

Thomas et al2 conducted a descriptive cross-sectional
survey on the prevalence of dysfunctional breathing in
patients treated for asthma in primary care. Of the 4,381
patients aged 17 to 65 years registered with a diagnosis of
asthma from the medical records of a semirural general
practice, 307 (7%) met the entry criteria and were sent the
Nijmegen Questionnaire for self-completion. A total of 227
questionnaires were returned after one mailing (response
rate, 74%), of which 219 were suitable for analysis. The
main outcome was a score $ 23 on the Nijmegen
Questionnaire. In this study, the investigator found that
about one-third of women and one-fifth of men had scores
suggestive of dysfunctional breathing.

Example 2

Janson et al3 performed an analytical cross-sectional study
to investigate the association between passive smoking and
respiratory symptoms in the European Community
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Respiratory Health Survey. The analysis included data from
7,882 adults who had never smoked, from 36 centers in
16 countries. Information was gathered through a
structured interview. Spirometry and methacholine
challenge were performed, and total and specific IgE were
measured. Regression analysis was conducted on the
variables of interest to study the association between passive
smoking on respiratory symptoms and lung function. The
prevalence of passive smoking in the workplace varied
from 2.5% to 53.8%. The study found that passive smoking
was significantly associated with nocturnal chest tightness,
nocturnal breathlessness, breathlessness after activity, and
increased bronchial responsiveness.

Example 3

Soriano et al4 conducted a repeated cross-sectional
survey to investigate recent trends in COPD prevalence
in Spain. Estudio epidemiológico de EPOC en España
(IBERPOC) and the Epidemiologic Study of COPD in
Spain (EPI-SCAN) were two different epidemiologic
survey studies of COPD in Spain, conducted in 1997 and
in 2007, respectively. The repeated cross-sectional
survey allowed the authors to compare participants from
IBERPOC (n ¼ 4,030) with those of EPI-SCAN (n ¼
3,802). They found that COPD prevalence in the
population dropped from 9.1% in 1997 to 4.5%, a
50.4% decline. The distribution of COPD prevalence
according to severity also changed from 38.3% mild,
39.7% moderate, and 22.0% severe in 1997, to
85.6% mild, 13.0% moderate, and 1.4% severe in 2007.
Benefits and Downside of Cross-Sectional
Studies
The main strength of cross-sectional studies is that they
are relatively quick and inexpensive to conduct. They are
TABLE 1 ] Strengths and Weaknesses of Cross-Sectiona

Strengths Relatively quick and inexpensive to co

No ethical difficulties

Data on all variables are only collecte

Multiple outcomes and exposures can

Easy for generating hypotheses

Many findings can be used to create a

Weaknesses Unable to measure the incidence

Difficult to make a causal inference

Associations identified might be difficu

Unable to investigate the temporal re

Not good for studying rare diseases

Susceptible to biases such as nonresp
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the best way to determine the prevalence and can study
the associations of multiple exposures and outcomes.
The subjects are neither deliberately exposed nor treated;
thus, there are seldom ethical difficulties. Many cross-
sectional studies are done through questionnaires or
interviews. Using questionnaires to reach a large sample
of the population of interest is relatively inexpensive but
can result in low response rates. Interviews are more
expensive and time-consuming than using
questionnaires, potentially limiting the sample size but
leading to a higher response rate. The weaknesses of
cross-sectional studies include the inability to assess
incidence, to study rare diseases, and to make a causal
inference. Unlike studies starting from a series of
patients, cross-sectional studies often need to select a
sample of subjects from a large and heterogeneous study
population. Thus, they are susceptible to sampling bias.
We highlight the strengths and weaknesses of cross-
sectional studies in Table 1.

Study Subject Considerations

Sample Size Determination

Sample size determination is an important step in the
design of a cross-sectional study. Sample size
calculations are different for a descriptive cross-sectional
survey and an analytical cross-sectional study. When
conducting a descriptive cross-sectional survey, the goal
is to estimate the prevalence of a particular outcome.
Investigators need to provide the assumed values of the
prevalence rate, p, the desired margin of error, e
(sometimes called the desired precision), and the
significance level. The formula can be found in Eng.5

Note that the sample size in a descriptive study does not
depend on statistical power because this concept only
applies to statistical comparisons.
l Studies

nduct

d at one time point

be studied

n in-depth research study

lt to interpret

lation between outcomes and risk factors

onse bias and recall bias
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If one wants to compare two prevalence rates in an
analytical cross-sectional study, the commonly used
sample size formula is the same as is used when
designing a cohort study.6 For example, assume that we
want to compare the prevalence rates of COPD in
nonsmokers and smokers in a study. We denote that the
prevalence rates are p1 and p2 for the two study groups,
respectively. The sample size is calculated based on the
following statistical hypothesis:

H0:p1 ¼ p2 vs: H1:p1sp2

To compute the sample size, the investigators need to
provide an estimate of the prevalence, the variance of
prevalence estimates, a meaningful difference between
those exposed and those unexposed, the significance
level, and the desired power. The formula can be found
in Fleiss et al.7 Additional discussion is presented in the
sample size determination article by Wang and Ji8

included in this supplemental issue of CHEST. An online
calculator has been developed to help readers perform
the sample size estimation, which can be found at http://
riskcalc.org:3838/samplesize/.

Sampling

Planning the sampling strategy is an essential
component of cross-sectional study design. In
epidemiology, sampling can be defined as the process of
selecting certain members or a subset of the whole
population to estimate the characteristics of the
population. Creating a solid sampling plan in a cross-
sectional study is critical because of the considerable
heterogeneity usually observed in the target population.
TABLE 2 ] Commonly Used Sampling Methods in Clinical S

Probability sampling methods

Simple random
sampling

Every member of the population has th
sample

Systematic
sampling

One selects every nth (ie, 10th) subjec

Stratified sampling The population is divided into non-over
members is then collected from with

Clustered
sampling

The researcher divides the population in
sample of clusters is selected from the
unit, rather than individuals

Nonprobability sampling methods

Convenience
sampling

Participants are selected based on avai

Quota sampling A tailored sample that is in proportion

Purposive
sampling

Also known as judgmental or subjective
choosing members of the population

Snowball sampling Existing study subjects recruit future s
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There are two major categories of sampling methods: (1)
probability sampling methods, in which samples are
chosen by using a method based on the theory of
probability; and (2) nonprobability sampling methods,
in which samples are selected based on subjective
judgment. In general, probability sampling methods are
preferred over nonprobability ones, as the former are
considered to be more accurate and rigorous. However,
in applied clinical research, there are some
circumstances in which it is not feasible or practical to
perform random sampling. Nonprobability sampling is
applied in those situations. Martínez-Mesa et al9

provided a useful discussion on the basic elements of
selection of participants for a clinical study. Commonly
used sampling methods are summarized in Table 2.
Popular probability sampling techniques include simple
random sampling, systematic sampling, stratified
sampling, and cluster sampling. Nonprobability
methods include convenience sampling, quota sampling,
purposive sampling, and snowball sampling.10 We
suggest clinical investigators consult a statistician when
designing a sampling strategy for a cross-sectional study.

Bias

Investigators should be aware of bias when planning a
cross-sectional study. Bias may be defined as any
systematic error in a study that results in an incorrect
estimate of the true effect of an exposure on the outcome
of interest. There are many types of bias in clinical
studies, but for simplicity, they can be broadly grouped
into two categories: selection bias and information
bias.10-12 Selection bias occurs when the sample chosen
tudies

e same probability of being randomly selected into the

t in the population to be in the sample

lapping groups, or strata; a random sample of population
in each stratum

to separate groups, called clusters. Then, a simple random
population. Note that the clusters are used as the sampling

lability and willingness to take part

to some characteristic or trait of a population

sampling. It relies on the judgment of the researcher when
to participate in a study

ubjects from among their acquaintances
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or obtained in a study is no longer representative of the
overall population. It can be introduced if the selection
of patients is restricted to a group with higher or lower
susceptibility for developing a disease or if the exposed
and unexposed groups differ in ways that predict the
outcome. A common type of selection bias is the
nonresponse bias, which is usually encountered in cross-
sectional survey studies with mailed questionnaires. A
nonresponse bias occurs when the characteristics of
nonresponders differ from responders. Prevalence-
incidence bias (also called the Neyman bias) is also
particularly common in cross-sectional studies.13 It is a
type of selection bias that occurs when the selection
process favors individuals with characteristics that are
not representative of the population as a whole. For
example, if the inclusion/exclusion criteria or sampling
method leads to fewer subjects with mild disease in a
study, an error in the estimated association between an
exposure and an outcome could be seen.

Information bias occurs when key study variables are
measured, collected, or interpreted inaccurately. Recall
bias and detection bias are two common information
biases. Because exposure and outcome are measured
simultaneously in a cross-sectional study, prior
knowledge of the condition might influence the
ascertainment of the exposure or the outcome, which
results in recall bias. Table 3 displays the common types
of biases and their definitions in clinical studies.
Statistical Considerations
We emphasize here a few important aspects of statistical
analysis in cross-sectional studies.
TABLE 3 ] Common Types of Biases and Their Definitions i

Selection bias

Sampling bias Some individuals within a target popula

Allocation bias There is a systematic difference betwe

Loss-to-follow-up
bias

Some individuals lost to follow-up diffe
the exposure and outcome

Nonresponse bias There is a systematic difference betwe
nonresponders (ie, people who do n

Prevalence-
incidence bias

Also known as Neyman bias. It is a sel
(or both) are excluded

Information bias

Observer bias The investigator’s prior knowledge of t
researcher to ask questions or asses

Interviewer bias The tendency of the interviewer to obt

Recall bias Participants recall information on expo
recall information regarding their ou

Detection bias Systematic differences between group
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Confounding

Confounding may occur in analytical cross-sectional
studies when a variable is associated with the exposure
and influences the outcome. For a variable to be a
confounder, it should meet three conditions. The
variable must: (1) be associated with the exposure being
investigated; (2) be associated with the outcome being
investigated; and (3) not be in the causal pathway
between exposure and outcome. Confounding could
result in a distortion of the association between exposure
and outcome.

Many statistical techniques may be applied to prevent
or control for confounding. These include restriction,
stratification, and matching. For restriction,
investigators limit participation in the study to
individuals who are similar with respect to the
confounders. Stratification refers to the study of the
association between exposure and outcome within
different strata of the confounding variables.
Propensity score matching is a statistical matching
technique that entails forming matched sets of two
groups of subjects who share a similar value of the
propensity score.14 Multivariable regression analysis is
another way of controlling for confounding. One
builds a multivariable regression model for the
outcome and exposure as well as other confounding
variables. Based on the regression equation, the effect
of the variable of interest can be examined with
confounding variables that are held constant
statistically. More examples regarding confounding
in clinical studies can be found in Austin15,16

and Streiner and Norman.17 An example of
n Clinical Studies

tion are more likely to be selected for inclusion than others

en participants in exposed and unexposed groups

r from those who were not lost to follow-up with respect to

en responders (ie, people who complete a survey) and
ot complete a survey)

ection bias in which individuals with severe or mild disease

he disease status or treatment of the subject leads the
s the subject differently

ain answers that support preconceived notions

sure differentially depending on their outcome status or
tcome dependent on their exposure

s in how outcomes are determined
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1. The study population and the research question.
Was the study population appropriate for the
research question? Were there potential sources of
bias related to the methods used to sample the
population of interest? How was the possibility of
selection bias addressed in the study design or
analysis?

2. The exposure(s), outcome(s), and relevant
covariates. Are they clearly defined? Are there
potential biases related to the accuracy of their
measurement or the techniques used to collect
data? How were missing data managed?

3. The analysis and interpretation of the findings.
Were potential confounders identified? Were po-
tential confounders managed appropriately in the
study design and/or analysis? If a regression model
was built, were variables selected appropriately?
Given the observational study design and strength
of the association(s) identified, were the findings
confounding and a discussion of these statistical
techniques can be found in the cohort study design
article by Wang and Kattan18 included in this
supplemental issue of CHEST. Further discussion of
confounding can be found in the directed acyclic
graphs article by Etminan et al19 also included in this
supplemental issue of CHEST.

Modeling

In analytical cross-sectional studies, investigators may
develop explanatory regression models or diagnostic
predictionmodels. In an explanatorymodel, variables that
have a scientificallymeaningful and statistically significant
relationship with an outcome are identified. In a
diagnostic model, multiple predictors are combined to
estimate the probability that a particular condition or
disease is present at the moment of prediction. Note that
diagnostic models are different from prognostic models in
cohort studies, which are usually longitudinal.20 Variable
selection is vital in the process of model building. Stepwise
selection methods and P value-based criteria are
discouraged due to overfitting and because they often
allow too many parameters to be included, which reduces
the generalizability of the model. Moons et al20 suggested
that backward elimination with the Akaike information
criterion is preferred if there is no way to avoid automated
variable selection. Modern shrinkage or penalization
procedures, such as LASSO/least absolute shrinkage and
selection operator, elastic net, and their variants, are
recommended for the study with rare events or with a
large number of predictors. Diagnostic prediction models
should include some form of internal validation, such as
cross-validation or bootstrapping, particularly in the
situation that no additional external validation is
performed. Additional details are given in the prediction
modeling article by Kattan and Gerds21 included in
this supplemental issue of CHEST.
properly interpreted?
Reporting Considerations
Only with full and transparent reporting of information
on all aspects of a cross-sectional study can potential
usefulness of its findings and risk of bias be adequately
assessed. We suggest that investigators report their
cross-sectional studies following the Strengthening the
Reporting of Observational Studies in Epidemiology
(STROBE) statement, which contains a checklist of 22
items that are considered essential to report.22 In the
STROBE initiative’s explanation and elaboration
paper,23 several examples are used to guide how to
improve the reporting of observational studies.
S70 Supplement
When diagnostic prediction models are developed in a
cross-sectional study, we recommend that investigators
follow the Transparent Reporting of a Multivariable
Prediction Model for Individual Prognosis or Diagnosis
(TRIPOD) statement.24 The statement is a checklist of
22 items deemed essential for transparent reporting a
prediction model study. It is an explanation and
elaboration document20 that describes the rationale,
clarifies the meaning of each item, and provides a
valuable reference of issues to consider when reporting
the design, conduct, and analysis of prediction model
studies.
Short List of Questions to Guide the Reviewer
When reviewing a cross-sectional study, a reviewer
should consider commenting on the following:
Acknowledgments
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